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Abstract  
Cancer is the second leading cause of death worldwide. In Indonesia, it is one of the diseases with 

a high mortality rate. Most patients are unaware of their lung cancer condition, resulting in delayed 

treatment. A prediction method with high accuracy is needed for early detection of lung cancer. 

This study aims to classify lung cancer using the Decision Trees method and perform Exploratory 

Data Analysis (EDA) using a dataset obtained from Kaggle. The research achieved a high recall 

value for the positive class (Yes class) but a low recall for the negative class (No class). The study 

utilized the Decision Trees algorithm known for its good performance. The dataset used includes 

clinical and demographic information of patients. By building a Decision Trees model, the research 

successfully classified lung cancer with good accuracy. The EDA results also provided insights into 

important factors in lung cancer classification. This study has the potential to contribute to the 

development of predictive models for lung cancer. 

 

Keywords: Classification; Lung cancer; Decision Trees; Explanatory data analysis 

 

Abstrak   
Kanker merupakan penyebab kematian tertinggi kedua di dunia. Di Indonesia termasuk penyakit 

dengan tingkat kematian yang tinggi. Sebagian besar penderita tidak mengetahui bahwa dirinya 

terkena kanker paru sehingga penanganan menjadi terlambat. Metode prediksi dengan tingkat 

akurasi yang tinggi diperlukan untuk mendeteksi secara dini kanker paru. Penelitian ini untuk 

melakukan klasifikasi kanker paru-paru menggunakan metode Decision Trees dan melakukan 

Analisis Data Eksploratori (EDA) menggunakan dataset yang diperoleh dari Kaggle. Penelitian 

tersebut menghasilkan nilai recall yang tinggi untuk kelas positif (kelas Yes) namun rendah untuk 

kelas negatif (kelas No). Penelitian ini dibuat dengan algoritma Decision Trees yang dikenal 

memilki performa yang baik. Dataset yang digunakan berisi informasi klinis dan demografis 

pasien. Dengan membangun model Decision Trees, penelitian ini berhasil mengklasifikasikan 

kanker paru-paru dengan akurasi yang baik. Hasil EDA juga memberikan wawasan tentang faktor-

faktor penting dalam klasifikasi kanker paru-paru positif dan negatif. Penelitian ini berpotensi 

memberikan kontribusi dalam pengembangan model prediktif untuk kanker paru-paru. 
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1. Introduction  

The lungs are one of the organs of the respiratory system, which functions as a place for exchanging 
carbon dioxide and oxygen in the blood. The problem that often occurs in the respiratory system 
is polluted air quality, so the air that is inhaled contains many bacteria that can attack the 
respiratory system, especially the lungs (Oktavianto, 2020). One of the diseases that attacks the 
respiratory system is lung cancer (Adiwijaya, 2018). 
 
Cancer, according to the definition of the National Cancer Institute, is a genetic disease caused by 
changes in genes that control cell function, especially the function to grow and divide. Cancer is 
new cells that grow abnormally, then attack the contralateral body parts and spread to other organs 
(Charan & Parthiban, 2023). Lung cancer is one of the most common and deadly types of cancer 
worldwide. Lung cancer is one of the three diseases and the highest cause of death (Nasrullah, 

2021). Several factors influence the development of lung cancer globally, including long- term 
exposure to cigarette smoke, genetic factors, radon gas, and air pollution (Wardani et al., 2023). 
This condition occurs when abnormal cells grow uncontrollably in the lung tissue. Lung cancer 
can develop quickly and spread to other body parts, making it difficult to treat in its advanced stages 
(Sari & Listyaningrum, 2023). 
 
The main factor that causes lung cancer is smoking, either actively or passively. Long-term 
exposure to secondhand smoke contains various harmful chemicals that can damage lung cells and 
cause genetic changes, leading to cancer. Apart from smoking, environmental exposures such as 
air pollution, exposure to toxic chemicals such as asbestos, and a family history of lung cancer can 
also increase a person's risk of developing this disease. 
 

Data from the Global Cancer Observatory WHO states the ten most deadly types of cancer 
globally. Lung cancer occupies the first position with 1,796,144 deaths, followed by colorectal 
cancer (935,173 deaths) and prostate cancer (375,304 deaths). In Indonesia, lung cancer has the 
highest incidence, with around 34,783 new cases and 30,843 deaths in 2020 (Rahman, 2020). The 
main factor for cancer in Indonesia is smoking; besides smoking directly, inhaled cigarette smoke 
also increases the risk of lung cancer. Other factors are genetics, a family history of cancer, drinking 
coffee more than 6 cups/day, chronic lung disease, alcohol consumption, consumption of fried or 
grilled meat, air pollution, and exposure to chemicals (Meiyanti et al., 2023). 
 
Lung cancer symptoms can vary depending on the stage of the disease. However, common 
symptoms include a chronic cough that does not go away, shortness of breath, chest pain, 
unexplained weight loss, persistent tiredness, and hoarseness. Unfortunately, these symptoms often 

do not appear in the early stages of the disease, so lung cancer diagnosis often occurs at a more 
advanced stage when treatment becomes more difficult (Fardian, 2021). Research continues to 
improve understanding to address the challenges posed by lung cancer, of this disease, and to 
develop better early detection methods and more effective therapies (Cahyadie, 2016). 
 
Research on lung cancer has been conducted (Wulandari & Perdana, 2022), that study uses the 
Naïve Bayes algorithm to predict whether a person has lung cancer (yes/no). Based on the 
algorithm's accuracy measurement, the recall percentage for the positive class was 98.77%, and the 
negative class was 66.67%. The precision value is 95.24%, and the accuracy level is 94.62%. This 
research produced a model with high recall for the positive class (class Yes) but low for the negative 
class (class No). 
 

Researchers increase their understanding of the types of lung cancer and contribute to the field of 
data science; exploratory data analysis (EDA) was used in this study as an effective approach. One 
method that can be used in this analysis is Decision Trees or Decision Trees. This method allows 
us to classify a person as having lung cancer or not based on the features present, thereby assisting 
in a more precise diagnosis and treatment. In this context, this study aims to explore the application 
of the Decision Trees method in classifying lung cancer using the Python programming language. 
EDA on relevant lung cancer datasets and applies the Decision Trees method to classify a person 
as having lung cancer or not based on relevant features, such as age, sex, smoking history, 
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histological type, and disease stage. 
 
Implementation using Python provides an added advantage in performing this analysis. Python is 
a popular programming language in data science and machine learning. Powerful libraries and 
tools like NumPy, Pandas, and sci-kit-learn in Python allow us to load, process, and analyze data 
efficiently. Besides that, Python also provides powerful visualization tools such as Matplotlib and 
Seaborn, which help in the graphical representation of EDA results and interpretation of Decision 
Trees models. Through this research, it is hoped that it can increase our understanding of the 
classification of lung cancer using the Decision Trees method, as well as contribute to the 
prevention, early detection, and more appropriate treatment of this deadly disease. 
 
This study aims to classify lung cancer using the Decision Trees method and perform Exploratory 
Data Analysis (EDA) using the dataset available on Kaggle. The dataset used is the "lung 
cancer.csv survey," which contains clinical and demographic information about the patient. The 
research phase begins with identifying the problem,  
 
namely the classification of lung cancer based on the predictor variables in the dataset. Then, data 
collection was carried out from Kaggle sources.  After that, data preprocessing, including the 
necessary data cleaning and transformation, is carried out before building the Decision Trees 
model. 

 

2. Methods  

The stages in this study can be described in Figure 1. 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 1. Research stages 
 

2.1 Data Gathering 

The dataset used in this study is the Kaggle dataset. This dataset contains information about what 

attributes are used as features to classify lung cancer EDA. This dataset is divided into two EDA 
lung cancer categories: YES and NO. It displays the number of positive and negative cancer 
patients based on an analysis of their habits, such as smoking, alcohol, allergies, and others. 
 

2.2 Data Sharing and Data Preprocessing 

At this stage, the data is divided into two parts, namely training data and testing data. The training 
data is used to train the algorithm in building a model, while the testing data measures the 
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performance obtained from the training data. Data preprocessing is done by cleaning and 
transforming the collected data. This method may involve removing missing or outlier data, 
combining or separating variables, and normalizing or standardizing the data to make the results 
more accurate. 
 

2.3 Decision Trees 

This system uses a Decision Trees algorithm to help classify lung cancer, which can accurately 
predict whether the patient has lung cancer based on the attributes in the dataset. The Decision 
Trees algorithm is a learning method usually used for classifying data, including in the context of 
EDA for Lung Cancer. The working principle of the Decision Trees algorithm is to build a model 
using a decision tree structure. Each tree will have a node that represents separation based on the 
attributes in the dataset to minimize misclassification in each node. After the decision tree is built, 

it can predict new data based on the given attributes.  
 

2.4 Evaluasi Model Decision Trees 

This research will be carried out by applying data mining to predict the occurrence of lung cancer. 
The data mining method used is Decision Trees. This stage involves evaluating the performance 
of the Decision Trees model that has been built. This effort can be done using evaluation metrics 
such as accuracy, precision, recall, F1-score, or area under the ROC curve (AUC-ROC). This 
evaluation helps determine how well the model can predict unseen data. 

 

2.5 Improvement of Model Decision Trees 

If the model's performance does not meet expectations, this stage involves refining the Decision 

Trees model. This can involve adjusting model parameters, selecting better features, or using 
ensemble techniques such as Random Forest or Gradient Boosting to improve model 
performance and will involve interpreting the results from the Decision Trees model that has been 
built. This tree involves understanding the decision rules generated by decision trees and 
analyzing the importance of predictor variables in making decisions. 
 

3. Results and Discussion  

Modeling and analysis using Python on Google Colab. Model Decision Trees generated using data 

train. Based on the summary model, it is known that the optimal number of variables considered 

to be broken down at each tree node is the optimal model from the Decision Trees in Figure 2, then 

calculates first and prints the importance level of each feature in the decision trees in Figure 3, and 

the final classification results are in Figure 4. 

Figure 2. Modeling Decision Trees 
 

Next, the Decision Trees model is built using the algorithms available in Python. Decision Trees 
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algorithms such as ID3, C4.5, or CART can be used to build this model. During this process, 
optimal model parameters can be set to improve performance. 
 
The results of the model performance evaluation show that the Decision Trees model has good 
accuracy in predicting lung cancer classification based on the predictor variables in the dataset. 
Evaluation metrics such as precision, recall, F1-score, or AUC-ROC can also be used to assess the 
performance of this model. Next, the Decision Trees model results are interpreted to understand 
the decision rules produced by the decision trees. This model helps identify the most important 
predictor variables in classifying lung cancer. 
 
 

 

 

 

 

 

 

 

Figure 3. Calculating and Printing the Importance Level of Each Feature in Decision Trees. 
 

The function of Figure 4 helps to see the relative importance of each feature in the Decision Tree 
model. This level of importance indicates how much each feature contributes to making decisions 
on the model. By evaluating this level of importance, we can identify the features that have the 
most significant influence on prediction and further understand the factors that play a role in lung 
cancer classification. 

Figure 4. Final Result 

 

Figure 4 is the final result for visually comparing the level of importance between the existing 
features to provide a clearer understanding of the most influential features in the classification of 
lung cancer. The final results can be seen in Figure 4. 
 

 

4. Conclusion  

The results of the model performance evaluation show that the Decision Trees model has good 
accuracy in predicting lung cancer classification based on the predictor variables in the dataset. 
Evaluation metrics such as precision, recall, F1-score, or AUC-ROC can also be used to assess the 
performance of this model. Next, the Decision Trees model results are interpreted to understand 
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the decision rules produced by the decision trees. This result helps identify the most important 
predictor variables in classifying lung cancer. This study concludes that the Decision Trees method 
can effectively classify lung cancer based on the clinical and demographic data analyzed. The 
results of this study provide valuable insights into the development of lung cancer prediction 
models. They can be used for further research and development in this area. However, it should be 
remembered that these conclusions are based on analysis using specific datasets found on Kaggle. 
Therefore, generalizing these findings to the general population or using different datasets must be 
exercised cautiously. In future research, it is possible to use a wider dataset and diversify methods 
to broaden knowledge about the classification of lung cancer with the Decision Trees method. 
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